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Abstract. This paper is a short introduction to the combinatorial version of tangle Floer homology defined in [PV14]. There are two equivalent definitions—one in terms of strand diagrams, and one in terms of bordered grid diagrams. We present both, discuss the correspondence, and carry out some explicit computations.

1. Introduction

Knot Floer homology is a categorification of the Alexander polynomial. It was introduced by Ozsváth–Szabó [OS04] and Rasmussen [Ras03] in the early 2000s. One associates a bigraded chain complex \( \hat{CFK}(\mathcal{H}) \) over \( \mathbb{F}_2 \) to a Heegaard diagram \( \mathcal{H} = (\Sigma, \alpha, \beta, z, w) \) for a link \( L \). The generators are combinatorial and can be read off from the intersections of curves on the Heegaard diagram, whereas the differential counts pseudoholomorphic curves in \( \Sigma \times I \times \mathbb{R} \) satisfying certain boundary conditions. The homology of \( \hat{CFK}(\mathcal{H}) \) is an invariant of \( L \) denoted \( \hat{HF}(L) \).

Knot Floer homology is a powerful link invariant—it detects genus, detects fiberedness, and an enhanced version called \( \hat{HF}^- \) contains a concordance invariant \( \tau(K) \in \mathbb{Z} \), whose absolute value bounds the 4-ball genus of \( K \), and hence the unknotting number of \( K \).

Combinatorial versions of knot Floer homology [MOS09, MOST07] were defined soon after the original construction, but they were still global in nature, and our understanding of how local modifications of a knot affect \( HF \) was very limited [Man07, OS07].

In [PV14], we “localize” the construction of knot Floer homology, and define an invariant of oriented tangles. Although we develop a theory for oriented tangles in general 3-manifolds with spherical boundaries by using analysis similar to [LOT08, LOT10], in this paper we will focus on a completely combinatorial construction for tangles in \( B^3 \) and \( I \times S^2 \) (we’ll think of those as tangles in \( I \times \mathbb{R}^2 \)).

An \((m, n)\)-tangle \( T \) is a proper, smoothly embedded oriented 1–manifold in \( I \times \mathbb{R}^2 \), with boundary \( \partial T = \partial^L T \sqcup \partial^R T \), where \( \partial^L T = \{0\} \times \{1, \ldots, m\} \times \{0\} \) and \( \partial^R T = \{1\} \times \{1, \ldots, n\} \times \{0\} \), treated as oriented sequences of points; if \( m \) or \( n \) is zero, the respective boundary is the empty set. A planar diagram of a tangle is a projection to \( I \times \mathbb{R} \times \{0\} \) with no triple intersections, self-tangencies, or cusps, and with over- and under-crossing data preserved (as viewed from the positive \( z \) direction). The boundaries...
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of $\mathcal{T}$ can be thought of as sign sequences

$$-\partial^L \mathcal{T} \in \{+, -\}^m, \quad \partial^R \mathcal{T} \in \{+, -\}^n,$$

according to the orientation of the tangle at each point (+ if the tangle is oriented left-to-right, − if the tangle is oriented right-to-left at that point). See for example Figure 1.

Given two tangles $\mathcal{T}$ and $\mathcal{T}'$ with $\partial^R \mathcal{T} = -\partial^L \mathcal{T}'$, we can concatenate them to obtain a new tangle $\mathcal{T} \circ \mathcal{T}'$, by placing $\mathcal{T}'$ to the right of $\mathcal{T}$.

We associate a differential graded algebra called $A^-(P)$ to a sign sequence $P \in \{+, -\}^n$, and a type $DA$ bimodule $CT^-(\mathcal{T})$ over $(A^-(\partial^L \mathcal{T}), A^-(\partial^R \mathcal{T}))$ to a fixed decomposition $\mathcal{T}$ of an $(m, n)$-tangle $\mathcal{T}$. These structures come equipped with a grading $M$ by $\mathbb{Z}$, called the Maslov grading, and a grading $A$ by $\frac{1}{2}\mathbb{Z}$, called the Alexander grading.

Setting certain variables $U_i$ in $CT^-$ to zero, we get a simpler bimodule $\tilde{C}T$, which we prove in [PV14] to be an invariant of the tangle $\mathcal{T}$ (there is evidence suggesting that $CT^-$ is an invariant too, but we do not at present have a complete proof). Gluing corresponds to taking box tensor product, and for closed links the invariant recovers $HFK$:

**Theorem 1.1.** Given an $(l, m)$-tangle $\mathcal{T}_1$ with decomposition $\mathcal{T}_1$ and an $(m, n)$-tangle $\mathcal{T}_2$ with decomposition $\mathcal{T}_2$ with $\partial^R \mathcal{T}_1 = -\partial^L \mathcal{T}_2$, let $\mathcal{T} = \mathcal{T}_1 \mathcal{T}_2$ be the corresponding decomposition for the concatenation $\mathcal{T}_1 \circ \mathcal{T}_2$. Then there is a bigraded isomorphism

$$CT^-(\mathcal{T}_1) \boxtimes_{A^-}(\partial^R \mathcal{T}_1) CT^-(\mathcal{T}_2) \simeq CT^-(\mathcal{T}).$$

Regarding an $l$-component link $\mathcal{L}$ (with some decomposition $\mathcal{L}$) as a $(0, 0)$-tangle, we have

$$CT^-(\mathcal{L})[-l/2][-l/2] \simeq gCFK^{-}(\mathcal{L}) \otimes (\mathbb{F}_2[-1/2] \oplus \mathbb{F}_2[1/2]),$$

where $[i]$ denotes a Maslov grading shift down by $i$, and $\{j\}$ an Alexander grading shift down by $j$.

We define $CT^-$ combinatorially, by means of bordered grid diagrams, or, equivalently, strand diagrams.

**1.1. Outline**

In Section 2 we describe the two constructions for $CT^-$ and discuss their correspondence. Section 3 contains a couple of small explicit computations (a cap and a cup, which glue up to the unknot).
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2. Combinatorial tangle Floer homology

We assume familiarity with the types of algebraic structures discussed in this paper. For some background reading, we suggest [PV14, Section 2.1] (a brief summary) or [LOT10, Section 2] (a more detailed exposition).

We begin with the definition of the algebra.

2.1. The algebra for a sign sequence

Let \( P = (p_1, \ldots, p_n) \in \{+,-\}^n \) be a sign sequence and let \([n] = \{0,1,\ldots,n\}\). We associate to \( P \) a differential graded algebra \( A^{-}(P) \) over \( \mathbb{F}_2 \) over \( \mathbb{F}_2 \)[\( U_1, \ldots, U_t \)], where the variables \( U_1, \ldots, U_t \) correspond to the positively oriented points in \( P \). The algebra is generated over \( \mathbb{F}_2 \)[\( U_1, \ldots, U_t \)] by partial bijections \([n] \rightarrow [n] \) (i.e. bijections \( s \rightarrow t \) for \( s, t \subset [n] \)), which can be drawn as strand diagrams (up to planar isotopy and Reidemeister III moves), as follows.

Represent each \( p_i \) by a horizontal orange strand \([0,1] \times \{i - \frac{1}{2}\}\) oriented left-to-right if \( p_i = + \) and right-to-left if \( p_i = - \) (in [PV14], those are dashed green strands and double orange strands, respectively). Represent a bijection \( \phi : s \rightarrow t \) by black strands connecting \((0,i)\) to \((1,\phi i)\) for \( i \in s \). We further require that there are no triple intersection points and there are a minimal number of intersection points between strands.

Let \( a : s_1 \rightarrow t_1, b : s_2 \rightarrow t_2 \) be generators. If \( t_1 \neq s_2 \), define the product \( ab \) to be 0. If \( t_1 = s_2 \), consider the concatenation of a diagram for \( a \) to the left and a diagram for \( b \) to the right. If there is a black strand that crosses a left-oriented orange strand or another black strand twice, define \( ab = 0 \). Otherwise define \( ab = (\prod_{i} U_{n_i})b \circ a \) where \( n_i \) is the number of black strands that “double cross” the \( i \)th right-oriented orange strand. See Figure 2.

For a generator \( a \), define its differential \( \partial a \) as the sum of all ways of locally smoothing one crossing in a diagram for \( a \), so that there are no double crossings between a black strand and a left-oriented orange strand or another black strand, whereas a double crossing between the \( i \)th right-oriented orange strand and a black strand results in a factor of \( U_i \), followed by Reidemeister II moves to minimize the total intersection number. See Figure 2.

In other words, product is defined by concatenation, and the differential by smoothing crossings, each followed by Reidemeister II moves to minimize the total intersection number, where the relations in Figure 6 are applied to the Reidemeister II moves.

The idempotent generators are exactly the identity bijections \( e_s : s \rightarrow s \), i.e. the strand diagrams consisting of only horizontal strands. The subalgebra generated over \( \mathbb{F}_2[U_1, \ldots, U_t] \) by the idempotents is denoted \( I^{-}(P) \).

The algebra \( A^{-}(P) \) has a differential grading \( M \) called the Maslov grading, and an internal grading \( A \) called the Alexander grading. Those are defined on generators by
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Figure 2. The algebra $A^-(P)$ for $P = (-, +, +, -)$. Left: an example of the multiplication. Right: an example of the differential.

counting crossings, as follows:

$$2A(a) = \bigcirc(a) + \bigotimes(a) - \bigodot(a) - \bigcirc(a),$$
$$M(a) = \bigcirc(a) - \bigodot(a) - \bigcirc(a).$$

Further,

$$A(U_i a) = A(a) - 1,$$
$$M(U_i a) = M(a) - 2.$$

Setting all $U_i$ to zero, we get a bigraded quotient algebra $\hat{A}(P) = A^-(P)/(U_i = 0)$ over $\mathbb{F}_2$.

2.2. The bimodule for a tangle

Let $T$ be a decomposition of a tangle $\mathcal{T}$ into elementary tangles (crossings, cups, caps, or straight strands), as in Figure 3. To $T$ we can associate a $DA$ structure $CT^-(\mathcal{T})$ over $(A^-(\partial^L T), A^-(\partial^R T))$, by looking at sequences of strand diagrams, or by looking at a plumbing of bordered grid diagrams. The two constructions are equivalent, despite using two seemingly different languages. We describe them in parallel.

Figure 3. The trefoil, decomposed as $\mathcal{T} = (T_1, \ldots, T_7)$. The elementary tangles $T_1$ and $T_2$ are examples of cups, $T_3, T_4$, and $T_5$ are crossings, $T_6$ and $T_7$ are caps.
2.2.1. The module as strand diagrams

Let $T = (T_1, \ldots, T_k)$ be a decomposition of a tangle $T$ into elementary tangles. Draw the projection of $T$ in $[0, k] \times \mathbb{R}$ in orange, so that each $T_i$ is in $[i - 1, i] \times \mathbb{R}$, and:

- Cups and caps look like right-opening and left-opening semicircles of radius $1/2$, respectively.
- The two strands at each crossing are monotone with respect to the $y$-axis; if the strand with the higher slope goes over the strand with the lower slope, then they cross in $(i - \frac{1}{2}, i) \times \mathbb{R}$, otherwise they cross in $(i - 1, i - \frac{1}{2}) \times \mathbb{R}$. (So one can recover the type of crossing from its coordinates.)
- All remaining strands are monotone with respect to the $x$-axis, and don’t intersect other strands.

See Figure 3.

For $0 \leq i \leq k$, pick one point in each segment of $\{(i) \times \mathbb{R}\}\setminus T_i$ and label them $a_i^0, \ldots, a_i^{s_i}$, indexed by relative height. Let $A_i = \{a_i^0, \ldots, a_i^{s_i}\}$. Similarly, for $1 \leq i \leq k$, pick one point in each segment of $\{(i - \frac{1}{2}) \times \mathbb{R}\}\setminus T_i$ and label them $b_i^0, \ldots, b_i^{t_i}$, indexed by relative height. Let $B_i = \{b_i^0, \ldots, b_i^{t_i}\}$. See Figure 4.

Let $S(T)$ be the set of sequences of partial permutations $x_i^- : A_0 \to B_1, x_i^+ : B_1 \to A_1, \ldots, x_k^- : A_k \to B_1$ such that $\mathrm{Image}(x_i^-) = B_i \setminus \mathrm{Domain}(x_i^+)$ and $\mathrm{Image}(x_i^+) = \mathrm{Domain}(x_{i-1}^-)$. We can represent an element $x = (x_1^-, \ldots, x_k^+) \in S(T)$ as a sequence of strand diagrams – connect each point in a domain to its image by a black strand that

![Figure 4. The tangle from Figure 1 decomposed as $T = (T_1, T_2, T_3, T_4)$ (three crossings and a cap), along with the sets of points $A_0, \ldots, A_4$ (in dark red), and $B_1, \ldots, B_4$ (in dark blue). The points in $A_0$ and $B_1$ are labeled.](image-url)
is monotone with respect to the $x$-axis, so that there are no triple intersections between strands of any color (black or orange). Strand diagrams are again considered up to planar isotopy (fixing the endpoints of strands) and Reidemeister III moves.

Let $\{T_1, \ldots, T_n\}$ be the set of segments of $\mathcal{T} \cap (\bigcup_{i} [i - \frac{1}{2}, i] \times \mathbb{R})$ oriented left-to-right and segments of $\mathcal{T} \cap (\bigcup_{i} [i, i + \frac{1}{2}] \times \mathbb{R})$ oriented right-to-left. Let $\mathcal{C}\mathcal{T}^-(\mathcal{T})$ be the vector space generated over $\mathbb{F}_2[U_1, \ldots, U_n]$ by $\mathcal{G}(\mathcal{T})$. This space has an Alexander grading in $\frac{1}{2} \mathbb{Z}$ and a Maslov grading in $\mathbb{Z}$, defined on a generator $x = (x_1^-, x_n^+)$ as follows. Define a function $A$ on partial bijections by

$$2A(x) = \bigotimes(x) + \bigotimes(x) - \bigotimes(x) + \bigotimes(x) - \bigotimes(x) - \bigotimes(x),$$

for $x \in \{x_1^-, \ldots, x_n^+\}$, and define the Alexander grading of $x$ by $A(x) = A(x_1^-) + \cdots + A(x_n^+)$. Further, $A(U_i x) = A(x) - 1$, $M(U_i x) = M(x) - 2$.

**Example 2.1.** The generator in Figure 5 has Alexander grading $-1$ and Maslov grading $-1$.

Think of $\mathcal{A}^-(-\partial L \mathcal{T})$ and $\mathcal{A}^-(-\partial R \mathcal{T})$ as generated by partial permutations on $A_0$ and $A_k$ instead of on $|\partial L \mathcal{T}|$ and $|\partial R \mathcal{T}|$ (the goal is to soon define the DA structure maps graphically, via strand diagrams). We give $\mathcal{C}\mathcal{T}^-(\mathcal{T})$ the structure of a left-right bimodule over $(\mathcal{I}^-(-\partial L \mathcal{T}), \mathcal{I}^-(-\partial R \mathcal{T}))$ by defining

$$e_s x e_t = \begin{cases} x & s = A_0 \setminus \text{Domain}(x), t = A_k \cap \text{Image}(x) \\ 0 & \text{otherwise}. \end{cases}$$

In other words, $e_s$ acts on the left by identity when $s$ is the elements of $A_0$ unoccupied by $x$ (denote this idempotent by $e^L_D(x)$), and by zero otherwise, and $e_t$ acts on the right by identity when $t$ is the elements of $A_k$ occupied by $x$ (denote this idempotent by $e^A_R(x)$), and by zero otherwise. See Figure 5.

**Figure 5.** Middle: a generator $x \in \mathcal{G}(\mathcal{T})$ for the decomposition $x$ in Figure 4. Left: the idempotent $e^D_L(x)$. Right: the idempotent $e^A_R(x)$. 173
We next define three maps $\partial_+, \partial_-, \partial_m : \text{CT}^-(\mathbb{T}) \to \text{CT}^-(\mathbb{T})$.

For a generator $x$, $\partial_+(x)$ is the sum of all elements of $\text{CT}^-(\mathbb{T})$ obtained by smoothing a black-black crossing of $x$ contained in $(\bigcup_i ([i-\frac{1}{2}, i) \times \mathbb{R}))$ and then performing necessary Reidemeister II moves to obtain a valid strand diagram, where the relations in Figure 6 are applied to the Reidemeister II moves. Graphically, $\partial_+$ is the same as the differential on the algebra. Extend $\partial_+$ linearly to all of $\text{CT}^-(\mathbb{T})$.

\[
\begin{align*}
T_i \begin{array}{c} \xymatrix{ -& & - } \\ \end{array} = U_i \begin{array}{c} \xymatrix{ - & - } \\ \end{array} = 0 \begin{array}{c} \xymatrix{ - & - } \\ \end{array} = 0 \begin{array}{c} \xymatrix{ - & - } \\ \end{array}
\end{align*}
\]

Figure 6. Relations for $\partial_+$. The relations in the second and third column just say that those moves are not allowed.

For a generator $x$, $\partial_-(x)$ is the sum of all elements of $\text{CT}^-(\mathbb{T})$ obtained by introducing a black-black crossing to $x$ in $(\bigcup_i ([i, i+\frac{1}{2}) \times \mathbb{R}))$, by performing Reidemeister II moves if necessary to bring a pair of non-crossing black strands close together, where the relations in Figure 7 are applied to the Reidemeister II moves. Extend $\partial_-$ linearly to all of $\text{CT}^-(\mathbb{T})$.

\[
\begin{align*}
T_i \begin{array}{c} \xymatrix{ - & - } \\ \end{array} = U_i \begin{array}{c} \xymatrix{ - & - } \\ \end{array} = 0 \begin{array}{c} \xymatrix{ - & - } \\ \end{array} = 0 \begin{array}{c} \xymatrix{ - & - } \\ \end{array}
\end{align*}
\]

Figure 7. Relations for $\partial_-$. The relations in the second and third column just say that those moves are not allowed.

For a generator $x$, $\partial_m(x)$ is the sum of all elements of $\text{CT}^-(\mathbb{T})$ obtained by picking a pair of points in a given $A_j$ or a given $B_j$, and exchanging these two ends of the corresponding pair of black strands of $x$, subject to the relations in Figure 8. Extend $\partial_m$ linearly to all of $\text{CT}^-(\mathbb{T})$.

\[
\begin{align*}
\text{See Figure 9 for an example of the map } \partial_+ + \partial_- + \partial_m.
\end{align*}
\]

Next, we define a map $m_2 : \text{CT}^-(\mathbb{T}) \otimes_{\text{I}-(\partial^R\mathbb{T})} \mathcal{A}^{-}(\partial^R\mathbb{T}) \to \text{CT}^-(\mathbb{T})$. Here, each variable $U_i$ in $\text{CT}^-(\mathbb{T})$ corresponding to a segment $T_i$ of the tangle in the rightmost piece $[k-\frac{1}{2}, k] \times \mathbb{R}$ oriented left-to-right is identified with the variable $U_j$ in $\mathcal{A}^{-}(\partial^R\mathbb{T})$ corresponding to $(T_i \cap ([k] \times \mathbb{R})) \subset \partial^R\mathbb{T}$. On generators, define $m_2((x_1^-, \ldots, x_k^-, x_k^+), a) = (x_1^-, \ldots, x_k^-, x_k^+a)$ where $x_k^+a$ is given by concatenating $x_k^+$ to the left with $a$ to the right, modulo the relations in Figure 6. If $x_k^+$ and $a$ cannot be concatenated, then $m_2((x_1^-, \ldots, x_k^-, x_k^+), a) = 0$. See the bottom of Figure 10. Extend $m_2$ linearly to all of $\text{CT}^-(\mathbb{T}) \otimes_{\text{I}-(\partial^R\mathbb{T})} \mathcal{A}^{-}(\partial^R\mathbb{T})$.  

174
An introduction to tangle Floer homology

Figure 8. The map $\partial_m$ along a vertical line $L$ containing a set $B_j$. Left: The map $\partial_m$ counts four types of exchanges of pairs of black strands with ends at $B_j$, modulo the relations depicted in the middle and right column. Middle: For a fixed pair of black strands, if there is an orange segment oriented into $L$ or a black strand in the same relative position to the pair as one of the displayed grey strands, the exchange is not allowed. Right: Each orange segment $T_i$ oriented away from $L$ and in the same relative position to the pair as one of the displayed grey strands in the middle column results in a factor of $U_i$ for the resulting exchange. The map $\partial_m$ along a line containing a set $A_j$ can be described graphically by reflecting each digram in this figure along a vertical line, and switching orientations on the orange segments in the relations.

Last, define a map $\delta^L : CT^-(T) \rightarrow A^-(-\partial^L T) \otimes_{\mathcal{T}^-} (\mathcal{T}^-(-\partial^L T)) CT^-(T)$. For a generator $x$, $\delta^L(x)$ is given by gluing a diagram for $e^L(x)$ to the left of a diagram for $x$, and then applying the same exchange map as $\partial_m$ to the gluing line. See the top of Figure 10.

The above maps can be combined to define a $DA$ structure.
Definition 2.1. We give the \((I^-(-\partial L T), I^-(-\partial R T))\) bimodule \(CT^-(T)\) the structure of a type \(DA\) bimodule over \((A^-(-\partial L T), A^-(-\partial R T))\) using the following structure maps: Define
\[
\delta_1^1 : CT^-(T) \to A^-(-\partial L T) \otimes I^-(-\partial R T) CT^-(T)
\]
on generators by
\[
\delta_1^1(x) = e^{D_L}_L(x) \otimes (\partial_+ + \partial_- + \partial_m)(x) + \delta^L(x),
\]
define
\[
\delta_1^2 : CT^-(T) \otimes I^-(-\partial R T) A^-(-\partial R T) \to A^-(-\partial L T) \otimes I^-(-\partial R T) CT^-(T)
\]
on generators by
\[
\delta_1^2(x \otimes a) = e^{D_L}_L(x) \otimes m_2(x, a),
\]
and define \(\delta_1^i = 0\) for \(i > 2\).

See [PV14] for a proof that this is indeed a type \(DA\) structure, \(\delta_1^1\) lowers the Maslov grading by one, and preserves the Alexander grading.

For example, Figure 10 shows the type \(DA\) structure maps applied to the generator from Figure 5.

Note that \(CT^-(T)\) splits as the direct sum \(\bigoplus CT^-_i(T)\), where \(CT^-_i(T)\) is the structure generated by elements with \(i\) black strands in the rightmost piece.

In [PV14], we prove the first part of Theorem 1.1 by observing that concatenating two tangle decompositions corresponds to taking a box tensor product of their respective \(DA\) structures.

2.2.2. The module as bordered grid diagrams

To a tangle decomposition \(T = (T_1, \ldots, T_k)\) one can also associate a bordered Heegaard diagram \(H(T)\), as follows. Start with a genus \(k\) surface \(\Sigma\) with two boundary components
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\[ \delta^1_1(x) = \]

\[ \delta^2_1(x \otimes \widehat{\cdot}) = \]

Figure 10. The DA structure maps for the generator \( x \) in Figure 5.

\( \partial^L \Sigma \) and \( \partial^R \Sigma \), and draw parallel \( \beta \) circles, one circle \( \beta^i_j \) for each \( b^i_j \in B_j \), for \( 1 \leq j \leq k \), and parallel \( \alpha \) circles, one circle \( \alpha^i_j \) for each \( a^i_j \in A_j \), for \( 1 \leq j \leq k-1 \), as well as parallel \( \alpha \) arcs, one \( \alpha^0_k \) for each \( a^0_k \in A_0 \) with ends on \( \partial^L \Sigma \), and parallel \( \alpha \) arcs, one \( \alpha^k_0 \) for each \( a^k_0 \in A_k \) with ends on \( \partial^R \Sigma \), as in Figure 11.

If there is a segment of the tangle oriented left-to-right, respectively right-to-left, running from somewhere between \( b^i_j \) and \( b^i_{j+1} \) to somewhere between \( a^i_j \) and \( a^i_{j+1} \), place an \( O \), respectively \( X \), on the Heegaard diagram, so that it is contained in the annulus bounded by \( \beta^i_{j+1} \) and \( \beta^i_j \), as well as in the annulus bounded by \( \alpha^i_{j+1} \) and \( \alpha^i_j \).

If there is a segment of the tangle oriented left-to-right, respectively right-to-left, running from somewhere between \( a^i_j \) and \( a^i_{j+1} \) to somewhere between \( b^{i+1}_s \) and \( b^{i+1}_{s+1} \), place an \( O \), respectively \( X \), on the Heegaard diagram, so that it is contained in the annulus bounded by \( \alpha^i_{j+1} \) and \( \alpha^i_j \), as well as in the annulus bounded by \( \beta^{i+1}_s \) and \( \beta^{i+1}_{s+1} \).

One can see the tangle by connecting \( X \)'s to \( O \)'s by arcs away from the \( \beta \) curves and pushing those arcs slightly above the Heegaard surface, and connecting \( O \)'s to \( X \)'s by arcs.
away from the $\alpha$ curves, as well as $O$s to points on $\partial \Sigma$, and points on $\partial \Sigma$ to $X$s away from the $\alpha$ curves.

![Diagram](image_url)

**Figure 11.** The Heegaard diagram and generator corresponding to Figure 5.

Define the *generators* of $\mathcal{H}(T)$ to be sets of intersection points of $\alpha$ and $\beta$ curves, so that there is exactly one point on each $\beta$ circle and on each $\alpha$ circle, and at most one point on each $\alpha$ arc. Note that these are in one-to-one correspondence with generators in $\mathcal{S}(T)$ (a strand connecting $b_i$ to $a_j$ if those two points are in adjacent sets, corresponds to the point $\beta_i \cap \alpha_j$). Grade the generators of $\mathcal{H}(T)$ the same as their corresponding generators in $\mathcal{S}(T)$.

The map $(\partial_+ + \partial_- + \partial_m)(x)$ corresponds to the map $\partial$ that counts internal rectangles in $\mathcal{H}(T)$ that are empty (the interior contains no intersection points of $x$ and no $X$s), so that crossing an $O$ corresponding to a segment $T_i$ in the tangle decomposition results in multiplication by $U_i$. See Figure 12 for an example.

The map $\delta^L$ corresponds to a map $\partial^L$ that counts the following types of embedded rectangles that intersect $\partial^L \Sigma$:

1. A rectangle $r$ whose oriented boundary follows an arc of $\alpha_i^0$, then an arc of $\beta_m^1$, then an arc of $\alpha_j^0$, then an arc of $\partial^L \Sigma$. Given generators $x$ and $y$, $r$ connects $x$ to $y$ if $\alpha_j^0 \cap \beta_m^1 = x \setminus y$ and $\alpha_i^0 \cap \beta_m^1 = y \setminus x$. Define $a^{r,x,y} \in A^-(-\partial^L \mathcal{T})$ as the bijection with domain $\{t|\alpha_i^0 \cap x = \emptyset\}$ that sends $i$ to $j$, and is the identity everywhere else. Define $U^r$ as the product of all variables $U_s$ with corresponding $O_s$ in the interior of $r$.

2. A rectangle $r$ whose boundary consists of two complete arcs $\alpha_i^0$ and $\alpha_j^0$ and two arcs in $\partial^L \Sigma$. Given generators $x$ and $y$, $r$ connects $x$ to $y$ if $x = y$, and $\alpha_i^0$ and $\alpha_j^0$ are not occupied by $x = y$. Define $a^{r,x,y} \in A^-(-\partial^L \mathcal{T})$ as the bijection with domain $\{t|\alpha_i^0 \cap x = \emptyset\}$ that sends $i$ to $j$, $j$ to $i$, and is the identity everywhere else. Define $U^r$ as the product of all variables $U_s$ with corresponding $O_s$ in the interior of $r$.

3. For $i < j$ and $m < n$, the union $r$ of two disjoint rectangles of the first type, such that one has boundary on $\alpha_i^0$, $\beta_m^1$, $\alpha_j^0$, $\partial^L \Sigma$, and the other has boundary on $\alpha_j^0$, $\beta_n^1$. 
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Figure 12. The six terms in $\partial(x)$, for the generator from Figure 9, along with the respective rectangles, in order consistent with Figure 9.

$\alpha_i^0, \partial^L \Sigma$. Given generators $x$ and $y$, $r$ connects $x$ to $y$ if $\{\alpha_i^0 \cap \beta_m^0, \alpha_i^0 \cap \beta_n^1\} = x \setminus y$ and $\{\alpha_i^0 \cap \beta_m^1, \alpha_j^0 \cap \beta_n^1\} = y \setminus x$. Define $a^{r,x,y} \in A^{- \partial^L T}$ as the identity bijection with domain $\{t|\alpha_i^0 \cap x = \emptyset\}$. Define $U^r$ as the product of all variables $U_s$ with corresponding $O_s$ in the interior of $r$, and all variables $U_t$ corresponding to $+$ points in $-\partial^L T$ that are above the $i^{th}$ and below the $j^{th}$ point.

See Figure 13. Note that a given rectangle may connect more than one pair of generators.

Figure 13. The three types of rectangles for $\partial^L$.

The first two types of rectangles are empty if their interior contains no intersection points of $x$ and no $X$s. The third type is empty if, in addition to its interior containing no intersection points of $x$ and no $X$s, the interior of the internal rectangle with boundary on $\alpha_i^0, \beta_m^1, \alpha_j^0, \beta_n^1$ contains $j - i - 1$ $X$s and $j - i - 1$ points of $x$.

$$\partial^L(x) = \sum_{y\text{-generator}} \sum_{r\text{-empty rectangle from } x \text{ to } y} U^r a^{r,x,y} y$$
See Figure 14 for an example of $\partial^L$.

![Figure 14. The two terms in $\partial^L(x)$, for the generator from Figure 9 and the respective rectangles, in order consistent with Figure 9.](image)

The map $m_2$ corresponds to counting sets of embedded rectangles $r = \{r_1, \ldots, r_l\}$ that intersect $\partial R\Sigma$, i.e. rectangles $r_s$ whose oriented boundary follows an arc of $\alpha^k_m$, then an arc of $\beta^k_m$, then an arc of $\alpha^i_s$, then an arc of $\partial R\Sigma$. The set $r$ connects a generator $x$ to a generator $y$ if $\{\alpha^k_j \cap \beta^k_m | 1 \leq s \leq l\} = x \setminus y$ and $\{\alpha^i_s \cap \beta^j_m | 1 \leq s \leq l\} = y \setminus x$. Define $a^{r,x,y} \in A^{-}(\partial^R T)$ as the bijection with domain $\{i | \alpha^i_s \cap x \neq \emptyset\}$ that sends $j_s$ to $i_s$ for $1 \leq s \leq l$, and is the identity everywhere else. Again note that a given set of rectangles may connect more than one pair of generators. Define $U^{rs}$ as the product of all variables $U_i$ in the interior of $r_s$.

A set $r = \{r_1, \ldots, r_l\}$ connecting $x$ to $y$ is allowed if there are no $X$s and no points in $x \cap y$ in the interior of $r_s$, for $1 \leq s \leq l$, and no two rectangles are in relative position as in Figure 15.

![Figure 15. Forbidden pairs of rectangles for $\partial^R$.](image)

Note that for a fixed generator $x$ and algebra generator $a$, there is at most one $y$ and at most one $r$ as above. Thus, if there is no generator $y$ and no allowed set of rectangles $r$ from $x$ to $y$ with $a^{r,x,y} = a$, we define $m_2(x, a) = 0$. If there are such $y$ and $r = \{r_1, \ldots, r_l\}$, we define

$$m_2(x, a) = \prod_{1 \leq s \leq l} U^{r_s}y.$$ 

See Figure 16 for an example.
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Figure 16. Some sets rectangles contributing to \( m_2(x, a) \), for the generator \( x \) from Figure 9, and various choices of \( a \).

Figure 17 shows the rectangles that contribute to the structure maps for the generator from Figure 5.

Figure 17. The DA structure maps applied to the generator from Figure 5 count rectangles. The indices of the five shaded rectangles correspond to the rows in Figure 10.

The first part of Theorem 1.1 is proven in [PV14] alternatively by observing that gluing the Heegaard diagrams for the two decompositions results in a Heegaard diagram for the concatenation of the decompositions, and algebraically corresponds to taking a box tensor product as well.

2.3. One-sided modules and chain complexes

When \( \partial^L T = \emptyset \), the left algebra is just \( \mathcal{A}^-(\partial^L T) \cong \mathbb{F}_2 \oplus \mathbb{F}_2 \), and we can think of \( CT^- (\mathbb{T}) \) as a right type \( A \) structure. Similarly, when \( \partial^R T = \emptyset \), we have \( \mathcal{A}^-(\partial^R T) \cong \mathbb{F}_2 \oplus \mathbb{F}_2 \), and we can think of \( CT^- (\mathbb{T}) \) as a left type \( D \) structure. When \( T \) is a closed link, \( CT^- (\mathbb{T}) \) is just a chain complex. In any of these cases, in [PV14] we make some non-canonical choices to define one-sided bordered Heegaard diagrams for tangles, and closed Heegaard diagrams for tangles, as follows.
When $\partial^L T = \emptyset$, the only nonzero summands of $CT^-(T) = \bigoplus CT_i^-(T)$ are $CT_i^-(\partial^R T(T)$ and $CT_i^-(\partial^R T(T) + 1(T)$. We can modify the Heegaard diagram for $T$ to only have right boundary, by gluing the “front” and “back” of $\partial^L \Sigma$, so that $\alpha_0^0$ becomes a circle. The combinatorics (generators and rectangle counts) of the resulting diagram are the same as for $\mathcal{H}(T)$ when $\alpha_0^0$ is occupied, and we get a type $A$ structure that is exactly $CT_i^-(\partial^R T(T)$ (we can think of $CT_i^-(\partial^R T(T)$ as a type $A$ instead of a type $DA$ structure, since the left algebra for this summand is just $\mathbb{F}_2$). This is the type 1 Heegaard diagram for a tangle with only right boundary that we use in [PV14]. If instead we delete the new $\alpha$ circle, we get a diagram with corresponding type $A$ structure $CT_i^-(\partial^R T(T) + 1(T)$.

Similarly, when $\partial^R T = \emptyset$ we can modify the Heegaard diagram for $T$ to only have right boundary, by gluing the “front” and “back” of $\partial^R \Sigma$, so that $\alpha_0^0$ becomes a circle, and then deleting that circle. Call the resulting diagram $\mathcal{H}^D(T)$. The type $D$ structure corresponding to $\mathcal{H}^D(T)$ is $CT_0^-(T)$. This is the type 2 Heegaard diagram for a tangle with only left boundary that we use in [PV14]. If instead we leave the circle in, we get the type $D$ structure $CT_0^-(T)$.

When $T$ is a closed link, we can modify the diagram in both of the above ways (leaving in the closure of $\alpha_0^0$ and deleting the closure of $\alpha_0^0$) and we can place an $X$ and an $O$ in the single non-combinatorial region, since by definition of $CT^-$ that region is not considered. We get a Heegaard diagram for $T$ union an unknot, so $CT_0^-(T) \simeq HFK^-(T) \otimes (\mathbb{F}_2 + \mathbb{F}_2)$. Similarly we can delete the closure of $\alpha_0^0$ and leave the closure of $\alpha_0^0$ to see that $CT_1^-(T) \simeq HFK^-(T) \otimes (\mathbb{F}_2 + \mathbb{F}_2)$ as well. The second part of Theorem 1.1 follows (in [PV14] we make the above choices and refer to what here is the summand $CT_0^-(L)$ as all of $CT^-(L)$).

### 3. How not to compute HFK$^-$ of the unknot

We conclude this paper by working out a very small example. We compute the well known knot Floer homology of the unknot $U$, by decomposing it as $U = T_1 \circ T_2$, where $T_1$ is a single cup with $\partial^R T_1 = (-, +)$, $T_2$ is a single cap with $-\partial^L T_2 = (-, +)$, computing the type $A$ structure $T_1$, the type $D$ structure for $T_2$, and taking their tensor product over $\mathcal{A}^-(+, +)$.

The Heegaard diagram for $T_1$ is displayed in Figure 18. Let $a_{ij} \in \mathcal{A}^-(+, +)$ be the algebra element consisting of a single strand connecting $i$ on the left to $j$ on the right, and let $U_1$ be the variable corresponding to the single $O$ in the Heegaard diagram, and to the $+$ in $\partial^R T_1$.

The Heegaard diagram has six generators: $x_0 = \{\alpha_0^0 \cap \beta_0^1, \alpha_0^1 \cap \beta_0^1\}$, $x_1 = \{\alpha_0^0 \cap \beta_0^1, \alpha_1^1 \cap \beta_0^1\}$, $x_2 = \{\alpha_0^0 \cap \beta_0^1, \alpha_2^1 \cap \beta_0^1\}$, $y_0 = \{\alpha_0^0 \cap \beta_1^1, \alpha_0^1 \cap \beta_2^1\}$, $y_1 = \{\alpha_0^0 \cap \beta_1^1, \alpha_1^1 \cap \beta_0^1\}$, $y_2 = \{\alpha_0^0 \cap \beta_1^1, \alpha_2^1 \cap \beta_0^1\}$. By counting intersections in the corresponding strand diagrams, one sees that the $(M, A)$ bigradings of these generators are $(-1, -1/2)$, $(1, -1/2)$, $(0, -1/2)$, $(0, 0)$, $(-1, -1/2)$, $(1, -1/2)$, respectively. Label the six empty rectangular regions in the diagram by $A, B, C, D, E, F$, as marked in Figure 18, and label the region containing the $O$ by $G$. 
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Figure 18. The Heegard diagram for the single cup $T_1$ with $\partial^R T_1 = (-, +)$.

Of the six internal rectangles, $A$, $B$, $B \cup G$, $A \cup B$, $G$, and $A \cup B \cup G$, only the first three connect pairs of generators. Of the sets of rectangles intersecting the boundary of the diagram, only the sets consisting of an individual rectangle connect pairs of generators. One can just enumerate all the maps. We provide the resulting type $A$ structure $\text{CT}^{-}(T_1)$ below. An arrow pointing from generator $x$ to a generator $y$ marked with an algebra element $a$ means that $m_2(x, a) = y$. An arrow from $x$ to $y$ that is unmarked or marked with $U_1$ means that $m_1(x) = y$ or $m_1(x) = U_1 y$, respectively. We also provide the respective rectangle for each arrow.
Using the standard cancelation algorithm for type A structures, we can cancel $y_1$ and $x_1$ to obtain the homotopy equivalent structure

Then we can cancel $x_2'$ and $y_2'$ to obtain the structure $\mathcal{M}$ below:

Here, $\vec{a}$ is the sequence $a_{20}, a_{02}$, and it may be repeated $i \geq 0$ times. For example, the arrow from $x''_1$ to $y''_1$ marked with $a_{12}, \vec{a}, \ldots, a_{21}$ means that

$$m_3(x''_1, a_{12}, a_{21}) = y''_1$$
$$m_5(x''_1, a_{12}, a_{20}, a_{02}, a_{21}) = y''_1$$
$$m_7(x''_1, a_{12}, a_{20}, a_{02}, a_{20}, a_{02}, a_{21}) = y''_1$$

Similarly, one can enumerate all rectangles counted in the type D structure maps for the cap $\mathcal{T}_2$. The Heegaard diagram is displayed in Figure 19. It has six generators: $z_{ij} = \{a_i^0 \cap \beta_j^1, a_i^0 \cap \beta_j^0\}$, for $\{i, j\} \subset \{0, 1, 2\}$. The $(M, A)$ bigradings of $z_{01}$, $z_{10}$, $z_{02}$, $z_{20}$, $z_{12}$, and $z_{21}$ are $(-1, -1)$, $(0, 0)$, $(-1, -1/2)$, $(0, -1/2)$, $(0, 0)$, and $(-1, -1)$, respectively. Label the five empty rectangular regions in the diagram by $J, \ldots, N$, as marked in Figure 19, and label the region containing the O by $P$.

By enumerating the rectangles connecting pairs of generators, one can compute the type D structure $CT^-(\mathcal{T}_2)$ displayed below. We use the earlier notation for the algebra.
Figure 19. The Heegaard diagram for the cap $T_2$ with $-\partial L T_2 = (-,+)$. 

generators, and we let $U_2$ be the variable corresponding to the $O$ in the Heegaard diagram. If there are $t$ arrows starting at a generator $x$ and ending at generators $y_1, \ldots, y_t$, marked with algebra elements $a_1, \ldots, a_t$, that means that $\delta^1(x) = a_1 \otimes y_1 + \cdots + a_t \otimes y_t$. 

Since $CT^{-}(T_2)$ is bounded, we can take the box tensor product of any right type $A$ structure over $A(-, +)$ with it. The chain complex $M \boxtimes CT^{-}(T_2)$ is generated by $x'' \boxtimes z_{02}$, $x'' \boxtimes z_{20}$, $y'' \boxtimes z_{02}$, and $y'' \boxtimes z_{20}$, in $(M, A)$ bigradings $(-2, -3/2)$, $(-1, -3/2)$, $(-1, -1/2)$, and $(0, -1/2)$, respectively. By pairing type $A$ and type $D$ maps, we see that the differential is given by

\begin{align*}
    d(x'' \boxtimes z_{20}) &= (U_1 + U_2)y''_1 \boxtimes z_{20}, \\
    d(x'' \boxtimes z_{02}) &= (U_1 + U_2)y''_1 \boxtimes z_{02}, \\
    d(y''_1 \boxtimes z_{20}) &= 0, \\
    d(y''_1 \boxtimes z_{02}) &= 0.
\end{align*}
As a complex over $\mathbb{F}_2[U_1]$, this is homotopy equivalent to $\mathbb{F}_2[U_1] \otimes (\mathbb{F}_2 \oplus \mathbb{F}_2)$, generated by $y''_1 \boxtimes z_{20}$ and $y''_1 \boxtimes z_{02}$. After shifting bigradings by $(l/2, l/2)$, this agrees with the complex $\text{CFK}^-(U) \otimes (\mathbb{F}_2[-1/2] \oplus \mathbb{F}_2[1/2])$.
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